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Can a single adjective immediately influence message-building during sentence processing? We pre-
sented participants with 168 sentence contexts, such as “His skin was red from spending the day at the
. . .” Sentences ended with either the most expected word (“beach”) or a low cloze probability comple-
tion (“pool”). Nouns were preceded by adjectives that changed their relative likelihood (e.g., “neighbor-
hood” increases the cloze probability of pool whereas “sandy” promotes beach). We asked if
participants’ online processing can be rapidly updated by the adjective, changing the resulting pattern of
facilitation at the noun, and, if so, whether updates unfold symmetrically—not only increasing, but also
decreasing, the fit of particular nouns. We measured event-related potentials (ERPs) to the adjective and
the noun and modeled these with respect to (a) the overall amount of updating promoted by the adjec-
tive, (b) the preadjectival cloze probability of the noun and, (c) the amount of cloze probability change
for the obtained noun after the adjective. Bayesian mixed-effects analysis of N400 amplitude at the
noun revealed that adjectives rapidly influenced semantic processing of the noun, but did so asymmetri-
cally, with positive updating (reducing N400 amplitudes) having a greater effect than negative updating
(increasing N400s). At the adjective, the amount of (possible) updating was not associated with any dis-
cernible ERP modulation. Overall, these results suggest the information provided by adjectives is buf-
fered until a head noun is encountered, at which point the access of the noun’s semantics is shaped in
parallel by both the adjective and the sentence-level representation.
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Sentence comprehension relies on quick access to words’ mean-
ings. Whether listening or reading naturally, people take in words at a
rate of 2–3 words per second (Levelt et al., 1999). This speed is

possible, in part, because the language comprehension system incre-
mentally builds a representation of the meaning conveyed by the sen-
tence and uses this information to make potentially relevant aspects
of meaning become available or more easily accessible in advance.
The strength of the contextual support for a particular word at a given
point in a sentence or longer discourse is often operationalized using
cloze probability (Taylor, 1953), which is the percentage of individu-
als that continue a sentence fragment with that word in an offline sen-
tence completion task. The fact that more predictable words are easier
to process online is well-attested by, for example, the robust relation-
ship between cloze probability and the N400 component of the event-
related potential (ERP) response to words (Federmeier et al., 2007;
Kutas & Hillyard, 1984). The N400, which peaks just before 400 ms
and is part of the normal response to any word or other complex per-
ceptual stimulus, has been linked to the access of meaning informa-
tion from long-term semantic memory (Kutas & Hillyard, 1980; for
review, see Kutas & Federmeier, 2011). N400 amplitudes are reduced
(become less negative) to the extent that the meaning of stimulus has
already become active, and there is a strong inverse correlation
between cloze probability and the amplitude of N400.
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The robust relationship between offline cloze probabilities and
online brain measures indexing facilitation of word processing
shows that an incrementally built conceptual representation of the
context must make the features of some words more available.
However, although it is clear that the availability of word features
can be augmented in a supportive context, it is not yet evident
whether context can also actively decrease the availability of fea-
tures of less likely words. Answering this question is a central goal
of the present study, which examines whether the language com-
prehension system can rapidly adapt to incoming information that
reduces the likelihood of particular words. As we discuss next,
there is ample evidence for increases in upcoming words’ avail-
ability but mixed evidence for decreases in words’ availability.

Incremental Accumulation of Positive Evidence for
UpcomingWords

The psycholinguistic literature is rife with examples of the accu-
mulation of positive evidence for upcoming words. One line of
evidence comes from the measurement of eye movements in
response to language while viewing a visual scene (i.e., the visual
world paradigm; Tanenhaus et al., 1995). It has been regularly
shown that listeners exploit various cues from language input,
which rapidly affects their eye-gaze patterns. For example, listen-
ers can immediately integrate information from the subject and a
verb to determine the likely object of the sentence, which is evi-
dent given that they shift their gaze to the correct object before it
occurs in the presented sentence (Borovsky et al., 2012; Kamide,
Altmann, et al., 2003; for other examples of anticipatory eye
movements see, e.g., Altmann & Kamide, 1999, 2007; Kamide,
Scheepers, et al., 2003; see also review in Huettig et al., 2011).
Electrophysiological measures also attest to the rapid, incremen-

tal use of accruing context information to facilitate word process-
ing, in the form of N400 amplitude reductions across word
position in congruent sentences (Dambacher et al., 2006; Halgren
et al., 2002; Payne et al., 2015; Van Petten & Kutas, 1990; Van
Petten et al., 1991). When comprehenders start reading a new sen-
tence, little is known about what it describes. Thus, the first few
words of a sentence have low cloze probabilities and elicit large
(negative) N400s. In coherent sentences, each upcoming word fur-
ther clarifies what the sentence is describing and the average pre-
dictability of words will gradually increase, as evidenced by a
consequent reduction in N400 amplitude. In contrast, when com-
prehenders read syntactic prose—sentences that are grammatical
but have no coherent message-level meaning—N400s do not
become smaller as a function of word position but remain at levels
similar to those seen for initial words (Payne et al., 2015; Van Pet-
ten et al., 1991). The contrast between coherent and meaningless
sentences clearly shows that information useful for facilitating
semantic access accrues in supportive contexts and that the lan-
guage comprehension system can and does routinely exploit it.
Other ERP studies have examined the ability of an incoming

word to update contextual representations and thereby change
processing of a subsequent word by examining responses to two
linked words in the same sentence, such as a verb and its argument
or an adjective and the following head noun (a head word is a
word that determines the nature of a phrase, e.g., in the noun
phrase “big white elephant,” “elephant” is the head noun, preceded
by two modifiers). These paradigms show two types of effects.

The first type of effect occurs when the first word introduces
semantic features that are not yet present in the context but that
make the upcoming word more predictable. For example, Maess et
al. (2016) compared ERPs to two variants of the verb in sentences
such as “He will lead/conduct the orchestra.” When compared
with the verb “lead,” “conducted” is semantically more specific,
introduces more new information, and makes “orchestra” more pre-
dictable. The resulting amplitudes of the N400 across the verb and
the noun show a trade-off: The more specific verb (“conducted”)
elicits a larger N400 amplitude (because it requires activating
more new semantic information) but, consequently, the following
noun has a reduced N400 as some of the relevant semantic fea-
tures have already been accessed at the verb (for similar findings
see also Boudewyn et al., 2015; Fleur et al., 2020; Freunberger &
Roehm, 2017; Szewczyk & Wodniecka, 2020, incongruent items).
These results mechanistically show how information gained at one
word eases semantic access for another word.

The second pattern of effects occurs when the first word—for
example, an adjective—does not provide new semantic feature in-
formation, but nevertheless could be useful for selecting among
contextually likely upcoming head nouns (Szewczyk & Wodniecka,
2020, congruent items; for examples and more in-depth description,
see section Current Study below). For example, morphological in-
formation on an adjective can constrain which contextually–primed
nouns are likely to (grammatically) follow. In such a setup, it is
possible to quantify how much information useful for selecting the
upcoming noun is provided by the adjective. The results show that
the N400 to the noun is parametrically explained by the sum of its
preadjectival predictability and the change in its predictability
driven by the adjective, again supporting the rapid use of the infor-
mation provided by the adjective. However, notably, the ERPs to
the adjective itself do not vary as a function of its informativeness,
perhaps because, as we already noted, all semantic features of the
adjective were already introduced by the context. We will return to
the distinction between prenominal words that do and do not elicit
N400 effects when discussing the results of the present study.

Incremental Accumulation of Negative Evidence for
UpcomingWords

In all of the cases discussed thus far, new information strength-
ens support for one or more upcoming words (or, in the case of the
visual world paradigm, items on the display), and brain or eye-
gaze measures reveal concomitant facilitation for processing or
selecting those items. What happens, instead, when a compre-
hender encounters a word that modifies the message such that
words that may previously have been anticipated no longer fit—
creating the need for what might be described as “negative updat-
ing”? Can the comprehension system move away from informa-
tion as readily as it can incorporate it during online processing?
Surprisingly, there is very little work addressing this question.

Note that all of the demonstrations of incremental language
understanding briefly reviewed above do not provide clear evi-
dence for or against negative updating. Most of the ERP experi-
ments testing updating at verbs or adjectives (Freunberger &
Roehm, 2017; Maess et al., 2016; Szewczyk & Wodniecka, 2020)
used stimuli wherein the first word provided positive information
about the second tested word. An exception is the study by Boude-
wyn and colleagues (Boudewyn et al., 2015), who presented
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participants with two-sentence items such as: “Frank was throwing
a birthday party, and he had made the dessert from scratch. After
everyone sang, he sliced up some sweet/healthy and tasty cake/
veggies that looked delicious.” The target noun was either highly
predictable given the context (“cake”; mean CP = .78) or not pre-
dictable at all (“veggies”; CP = 0), and the preceding modifier was
locally congruent with either the predictable (“sweet”) or the
unpredictable (“healthy”) noun. The goal of the study was to deter-
mine if responses at the noun reflect facilitation from both the
local context (the modifier) and the global context (the sentence),
and the results showed that, indeed, both matter: There was a
graded pattern of facilitation on the N400, with the smallest
responses to nouns supported by both the local and the global con-
text and the largest responses to nouns supported by neither con-
text type. This pattern could reflect an influence from negative
updating when the adjective mismatched the noun that had been
rendered most likely by the global context. However, the results
could also be explained entirely by positive updating (i.e., “sweet
cake” might be more facilitated than “healthy cake” simply
because of extra priming from “sweet” and not due to any negative
updating induced by “healthy”). To be able to tease apart positive
and negative influences, it is necessary to be able to estimate the
size of the response in a neutral case (without influence from the
adjective).
Similarly, in studies using the visual world paradigm, it is not

generally possible to disentangle the contributions of positive
updating from possible contributions of negative updating. For
example, Sedivy et al. (1999) showed that providing early infor-
mation that helps to identify an object (e.g., an instruction to
“touch the plain red square” when viewing a display in which only
one square is plain) speeds up the eye movements to the target
object. However, it is impossible to know if this speed up came
about solely because the adjective “plain” increased the activation
of the target object or because there were also (or instead)
decreases in the activation of other objects. Finally, although the
overall correlation between word predictability and online meas-
ures of word processing is in line with the idea of negative updat-
ing, it is inconclusive without targeted measurements focused on
words whose predictability has been decreased by the context.
There is some evidence that, at least in certain situations, nega-

tive updating does not occur, even though it should, as evidenced
by offline cloze probability tests. For instance, under many cir-
cumstances, N400 responses are insensitive to negation, quantifi-
cation, and counterfactuals, such that amplitudes to “bird” are
similar in the context of “A robin is not a bird” as to “A robin is a
bird,” despite the very different off-line plausibilities for these two
sentences (Ferguson et al., 2008; Fischler et al., 1983; Urbach &
Kutas, 2010). Another example of a breakdown of the relationship
between cloze probability and N400 amplitude are so-called the-
matic reversal anomalies, where N400 responses may be similar to
the verb “eat” in “For breakfast the boys would eat. . .” and “For
breakfast the eggs would eat. . .” because the language comprehen-
sion system fails to appreciate in time the structural role of “eggs”
as a subject versus an object of the verb “eat” (Kuperberg et al.,
2003; see, e.g., Bornkessel-Schlesewsky & Schlesewsky, 2008;
Brouwer et al., 2012; Kolk & Chwilla, 2007; Kuperberg, 2007;
Van De Meerendonk et al., 2009, for reviews and discussions).
Comprehenders may also fail to deactivate meanings belonging to
an event described in the past after transitioning to a new event

(Delogu et al., 2019). Finally, at least in some cases, activations of
predictable words can linger, even when those predictions were
disconfirmed. For example, the sentence context “Be careful,
because the top of the stove is very . . .,” leads comprehenders to
predict the word “hot.” When they are instead presented with the
(much less expected) word “dirty,” the activation of “hot” remains
high, as can be measured several items later in the form of reduced
N400 responses when the word “hot” is presented as part of a
completely different sentence (Rommers & Federmeier, 2018).
Such expected-but-never-encountered words can have such a per-
vasive influence that they even lead to false memories (Hubbard et
al., 2019). The effects described above demonstrate that, at least
sometimes, words do not get deactivated in a timely manner.

In contrast to these findings, a recent eye-tracking study by
Chow and Chen (2020) showed that comprehenders can quickly
revise their predictions to a less predictable sentence continuation,
at least when an appropriate visual referent was displayed on the
screen. Furthermore, the examples of “failed updating” are each
unusual in some way and may not generalize to more typical cases
in which comprehenders encounter something unexpected. Nega-
tions, counterfactuals and quantifiers may be difficult to process
out of context, but when context supports them—for example,
when negation is licensed—comprehenders can make use of this
information online (Nieuwland & Kuperberg, 2008). Sentences
containing thematic role reversals are also a special case, and,
although these may not affect the N400, they are appreciated
shortly thereafter, showing effects on the semantic P600. Finally,
the circumstances in which unrealized predictions have been
shown to linger come from highly constrained words that were
likely actively predicted—something that we know does not occur
for all comprehenders in all circumstances (DeLong et al., 2012;
Federmeier et al., 2002, 2010; Wlotko et al., 2012; Wlotko & Fed-
ermeier, 2012).

Thus, the question of how the comprehension system accommo-
dates not only additional information but information that entails
down-weighting predictions or revising the message remains
underexplored. It is a fundamental question because one core func-
tion of language is to provide information, which, by definition,
means that words that are unexpected and/or violate likely predic-
tions are not uncommon.

The Current Study

In the present study we set out to examine how the system
accommodates unexpected information across a variety of condi-
tions, rendering previously predictable words both more and less
predictable to varying degrees and over a range of initial con-
straint. To do this, we recorded electroencephalogram (EEG) as
participants read simple sentences in English for comprehension.
Sentences varied in how strongly they converged on a likely sen-
tence-final noun (i.e., in their constraint). For each sentence, we
selected two target nouns, one of which had the highest (or near-
highest) cloze probability and the other of which had a relatively
low cloze probability. We will refer to these nouns as HiCP and
LoCP nouns, respectively. Prior work using these same materials
has demonstrated that N400s to the nouns are graded by cloze
probability (Federmeier et al., 2007). Here, critically, each target
noun was preceded by an adjective designed to create an update in
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comprehenders’ expectations. For example, consider the following
set of sentences:

(1a) He liked lemon and sugar in his herbal tea
(1b) He liked lemon and sugar in his sparkling tea
(1c) He liked lemon and sugar in his sparkling water
(1d) He liked lemon and sugar in his herbal water

Given this sentence context, people tend to predict “tea” (HiCP
noun) more than “water” (LoCP). We asked if preceding the noun
with an adjective—“herbal” or “sparkling”—could change proc-
essing rapidly enough to affect responses to the noun when it
arrives. The adjectives were chosen such that they promoted either
the HiCP noun (“herbal”) or the LoCP noun (“sparkling”). We
will refer to these adjectives as pro-HiCP and pro-LoCP adjec-
tives, respectively.
Importantly, when an adjective increased the cloze probability

of one noun, it simultaneously decreased the cloze probability of
the other noun. For example, “water” following the adjective
“sparkling” was much more likely than “water” not following any
adjective, but “tea” following “sparkling” was much less likely
than “tea” not following any adjective. Of interest is how this addi-
tional information from the adjective is—or is not—used during
online processing to affect semantic processing, as measured on
the N400.
The most basic way in which the adjective could affect the noun

would be through simple semantic priming, unfolding without any
interaction between the adjective and the context (e.g., “sparkling”
could semantically or associatively prime “water”). Note that pri-
ming effects of this type would only be expected to create addi-
tional facilitation (i.e., via spreading activation; Collins & Loftus,
1975; Quillian, 1967). In other words, the simplest effect of the
adjective would look like an additive effect of facilitation from the
context and priming from the adjective. In the example above,
then, priming from the adjective would augment context-based
facilitation for (1a) and (1c), resulting in reduced N400 ampli-
tudes, which would align with the increased cloze probabilities
observed for these nouns in the context of that adjective. However,
in sentences (1b) and (1d), the adjectives do not prime the nouns;
thus, N400 amplitudes would only be affected by the nouns’ fit to
the larger sentence context. Therefore, for half of the sentence
types, N400 amplitudes will be misaligned with (specifically,
smaller than) the pattern expected based on the measured postad-
jective cloze probabilities.
At the other end of the spectrum, it is possible that the adjective

is rapidly and incrementally integrated with the unfolding sentence
context and used to update the situation model before the noun
arrives. In this case, in addition to possible effects of updating eli-
cited at the adjectives themselves, we would expect to see bidirec-
tional effects at the noun—namely, nouns being both more
facilitated than would have been the case without the adjective
(positive updating) and, crucially, also less facilitated than would
have been the case without the adjective (negative updating).
Thus, on this account, the N400 should pattern closely with the
measured postadjective cloze probabilities. Of course, other pat-
terns are possible as well. What is critical is that by assessing both
the strength and direction of the impact that the adjectives have on
semantic access of the noun (as measured on the N400), we gain
insight into the mechanisms by which updating takes place as sen-
tence processing unfolds.

In using adjectives that match or mismatch critical nouns with
different global predictabilities, our approach is thus similar to
that adopted by Boudewyn and colleagues (Boudewyn et al.,
2015). We expect to replicate their finding that the N400 at the
critical noun is influenced by both the global sentence context
and the local adjective. However, because the Boudewyn et al.
(2015) study used a factorial design that did not contain a neutral
condition (i.e., a condition with no adjective-driven updating), it
was not possible to quantitatively estimate the relative strength
of the influence from the local and global context (although the
result pattern suggested that the global context effect was more
pervasive), nor to measure to what extent the baseline (premodi-
fier) activation of the noun had increased or decreased as a result
of processing the matching and mismatching modifiers. In other
words, it did not address our central question of whether repre-
sentations can be rapidly updated in the negative direction. In the
current study we continuously manipulate the influence of the
local and global context at the item level. This gives us the abil-
ity to estimate the N400 amplitude to the noun when it is not
updated by the adjective, and to precisely quantify deflections
from the baseline amplitude in both the positive and negative
direction.

Because we expect adjective-driven modulations of the N400 at
the noun, we will also look for correlates of updating at the adjec-
tives themselves. There are a few alternative patterns of results
that we could observe. One possibility is that the adjectives will
get immediately integrated with the context and lead to updating
of the situation model (the high-level representation of the mean-
ing conveyed by the sentence), leading to the downstream effects
at the noun. On surprisal and event prediction error theories (Levy,
2008; Rabovsky et al., 2018), such updating would be expected to
elicit effects at the adjective, likely on the N400, such that N400
amplitudes at the adjective would vary with the amount of situa-
tion model updating induced by that adjective, with greater model
updating resulting in larger N400 responses. To quantify the
(potential) updating of the situation model we will use Bayesian
surprise (Kullback-Leibler divergence; see Statistical Analysis
below), indexing the amount of shift between the distribution of
nouns’ cloze probability before and after the adjective. The idea
that N400 amplitudes elicited by the adjectives might vary with
the amount of updating to the situation model is consistent with
the pattern observed in studies showing that words that are more
semantically informative about an upcoming word elicit larger
N400s. This has been seen for verbs that are more informative
about upcoming objects (Maess et al., 2016), adverbs that are
more informative about upcoming verbs (Freunberger & Roehm,
2017), gender-marked determiners (Fleur et al., 2020) and, in both
Boudewyn et al. (2015) and Szewczyk and Wodniecka (2020;
incongruent condition), for adjectives that are more informative
about upcoming nouns. However, these studies have in common
one property that may be relevant for predictions for the current
study: The more informative word was likely to bring online com-
pletely new semantic information, which would not have been
made available directly by the preceding context. For example, in
the study by Boudewyn et al. (2015), the noun “veggies” was not
predictable given the global context (it had a cloze probability of
zero, as “veggies” are not food items associated with birthday par-
ties). Thus, the larger N400 is elicited at a point wherein additional
semantic information is likely becoming active—for example,
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foods that can fit with the unexpected adjective “healthy”. How-
ever, there are cases in which adjectives did not lead to any ERP
effect of updating, even though they clearly modulated the N400
at the following noun (Szewczyk & Wodniecka, 2020, congruent
items). In these cases, the adjective did not introduce completely
new semantic information because it fit at least some of the
nouns that were predictable in a given sentence context. For
example, when Polish participants read the story fragment: “My
mother decided that we should have a ‘spring clean’ in our
house. She cleaned the living room and the kitchen, and my
father’s job was to clean the first floor. My job was to clean the
entireMASC-IA . . .,” the gender marking on the adjective “entire”
is compatible with at least some noun completions that were
made predictable before the adjective. In this case, there is no
need for new semantic activation at the adjective. In the present
study, the adjectives were always chosen such that they semanti-
cally fit with at least one word that was predictable in the context
(in that it was generated in the cloze norming). Thus, these adjec-
tives seem more likely to lead to no updating effect at the adjec-
tive itself.
We note, however, that prior findings of no N400 to adjectives that

match some of the predictable nouns (Szewczyk &Wodniecka, 2020;
congruent items) used morphosyntactic cues (gender and number
agreement), whereas updating in the present study is based on the
semantics of the adjective. It is possible that semantic updating always
results in modulations of the N400 at the word introducing the update.
In that case, our results should align with other studies that found
N400 modulations associated with semantic updating (Boudewyn et
al., 2015; Freunberger & Roehm, 2017; Maess et al., 2016).
Finally, the updating at the adjective could instead lead to a

P600, as found in the study by Ness and Meltzer-Asscher (2018),
wherein verbs that were more informative about the upcoming
noun led to a more pronounced P600.1

Method

Participants

Thirty-four native speakers of English took part in the study. Par-
ticipants were remunerated with course credit or received $25. Two
participants were excluded because of very low scores on the sen-
tence recognition test (i.e., below .45), leaving 32 participants enter-
ing the final analyses (nine male; Mage = 21 years, range = 18–34).

All participants were right-handed as assessed by the Edinburgh
Inventory (Oldfield, 1971) and 14 participants reported nonright-handed
relatives in their direct family. All had normal or corrected-to-normal
vision and none reported a history of neurological or psychiatric dis-
orders. None of the participants was exposed to a second language
before age 5. Procedures were approved by the Institutional Review
Board (IRB) of the University of Illinois, and all participants gave
written consent to participate.

Materials

Experimental items included 168 sentence frames that have
been previously used in other work (e.g., Federmeier et al., 2007),
modified for the purpose of the present study. Each of the senten-
ces could be completed by one of two target nouns, both of which
occurred in the original cloze norming: the highest or near-highest
cloze probability (CP) noun (HiCP noun) and another noun with a
CP lower than that of the HiCP noun (see Table 1 and Figure 1 for
their mean CP values and ranges).2 The noun was preceded by ei-
ther of two adjectives: an adjective increasing the CP of the HiCP
noun (pro-HiCP adjective) or an adjective increasing the CP of the
LoCP noun (pro-LoCP adjective).3 Examples of experimental
items are given in Table 1 (the complete list of stimuli and all their
parameters can be found online at Open Science Framework;
https://osf.io/5rtn4/). To determine the CP of each of the two target
nouns after each of the two adjectives, as well as to obtain newer
CP norming for the target nouns not preceded by any of the adjec-
tives, we conducted cloze probability norming with native English
speakers residing in the United States using Amazon Mechanical
Turk and Qualtrics. The norming was done in three testing waves

Table 1
Examples of Experimental Items

Sentence Onset Adjective Noun

At night the old woman locked the
pro-HiCP: front HiCP: door
pro-LoCP: frosty LoCP: window

It was a dream come true because Jane had always wanted to visit Europe with her
pro-HiCP: younger HiCP: sister
pro-LoCP: new LoCP: boyfriend

They carelessly dumped the toxic waste into the
pro-HiCP: deep HiCP: ocean
pro-LoCP: winding LoCP: river

I had lost the ticket I needed to pick up my
pro-HiCP: rental HiCP: car
pro-LoCP: washed LoCP: clothes

Note. Italics indicate that this is the verbatim text that was displayed on participants’ screen.

1 In the above review of ERP studies looking at how adjectives may
change the processing at the noun we omitted studies looking at adjective-
noun pairs (Fruchter et al., 2015; Lau et al., 2016). Because these studies
did not present any context before the adjective, they could not address the
question of how adjectives change the on-line predictability of nouns that
has been established before the adjectives.

2 In items with constraint strength ..5, the HiCP noun always had the
highest CP of all completions. For 19 items with lower constraint strength,
we chose nouns with cloze probability slightly lower (on average, .075
lower) than that of the most likely completion because these alternative
nouns were easier to accommodate in the experimental design.

3We use the term adjective broadly here, to include all modifiers that
have the potential to change comprehenders’ expectations about the noun,
including noun adjuncts (e.g. “cargo pants”) and participial adjectives (e.g.
“flying bird”).
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during which we iteratively improved the materials to find adjec-
tives that provide a good distribution of adjective-driven change in
CP for each of the nouns (see below). In total, we recruited 1,165
participants. We made sure that none of the cloze norming partici-
pants completed the same sentence frame twice (e.g., the same
sentence with a different adjective) within the same trimester. We
excluded participants whose completions were highly uncorrelated
with those of other participants (mean log-odds of completion
across items lower than a threshold established individually for
each testing wave, in the range between �1.75 and �2.4). In sum-
mary, we obtained CP norms for the sentence final noun for three
versions of each item: sentences without an adjective, sentences
with a pro-HiCP adjective, and sentences with a pro-LoCP adjec-
tive. Each variant of each item was completed by at least 33 partic-
ipants (M = 52 participants). Even though in the experiment
proper the target nouns were always preceded by one of the adjec-
tives, the CP norms for sentences without the target adjective were
necessary to compute how much each adjective affected the pre-
dictability of the target nouns (see Figure 1 and Table 1). The
mean constraint strength for the target noun measured before the
adjective was .46, but it varied considerably across items (SD =
.25; range = .07 – 1.00) and the sentences varied from very weakly
constraining to highly constraining.
As shown in Table 2 and Figure 1, pro-HiCP adjectives success-

fully increased the CP of HiCP nouns (except those nouns that al-
ready had a CP close to 1.0, in which case the adjective

maintained that CP), while reducing the CP of LoCP nouns. Con-
versely, pro-LoCP adjectives increased the CP of LoCP nouns and
reduced the CP of HiCP nouns. Also, as shown by the mean DKL

values, pro-LoCP adjectives overall induced a larger change in the
probability distribution of the upcoming noun, compared with
HiCP adjectives.

We generated four versions of each item by combining pro-
HiCP and pro-LoCP adjectives with HiCP and LoCP nouns. The
resulting stimuli were split into four experimental lists, each con-
taining 168 items, with one version of an item per list, and with all
combinations of adjectives and nouns for each item occurring
across the four lists. In half of the items the noun had a very low
cloze probability (i.e., HiCP nouns following pro-LoCP adjectives
and LoCP nouns following pro-HiCP adjectives), which some-
times made the sentences implausible when combined with the ad-
jective. As such, to increase the proportion of fully congruent
sentences, we added to each of the lists 72 filler sentences taken
from norms published by Peelle et al. (2020). The filler items were
selected to be similar in structure to experimental items and to end
with an adjective followed by a noun. In all filler items the noun
had a CP of .5 or higher (M = .77).

Note that the categories of HiCP and LoCP nouns and pro-HiCP
and pro-LoCP adjectives were primarily adopted to aid with stimu-
lus creation, ensuring that across the items we obtained a good dis-
tribution of the values of CP and the adjective-driven change in CP
(see Figure 2). However, from conception, the study was designed
for item-level regression analyses. Thus, statistics were always
done using the continuous indices of CP and of its change, as an
index of updating (although the categories are also sometimes used
for data visualization, as when presenting ERP waveforms).

Procedure

Participants were seated 85 cm from a 210 0 CRT screen in a
dim, quiet testing room. Stimuli were presented in white letters on
a dark-grey background. At the beginning of each item’s presenta-
tion, a fixation marker (“þþþ”) was presented in the center of the
screen for 500 ms, followed by a 400–800 ms blank screen, and
then by the word-by-word presentation of the sentence. Each word
was displayed for 300 ms, centered in the middle of the screen,
followed by a 200 ms blank screen. After the offset of the last
word, the procedure was paused until the participant pressed the
spacebar key, and the screen remained blank for 1 s after the par-
ticipant made the keypress, after which the fixation marker was

Figure 1
By-Item Preadjectival Cloze Probability and Its Adjective-Driven
Update, Shown for a Random Sample of 30% of the Items

Note. In each panel, values on the left correspond to the cloze probabil-
ity of the noun when not preceded by the adjective. Each point on the left
has two lines extending from it (purple and green) whose other ends (on
the right side of each panel) indicate the updated cloze probability of the
noun. The right end of the green lines indicates the noun’s cloze probabil-
ity following a pro-HiCP adjective (i.e., adjective increasing the cloze
probability of the highest cloze probability noun), while the right end of
the purple lines indicates the noun’s cloze probability following a pro-
LoCP adjective. The left panel shows cloze probability values for HiCP
nouns, and the panel on the right shows values for LoCP nouns. Note that
pro-HiCP adjectives increase the cloze probability of HiCP nouns while
decreasing cloze probability of LoCP nouns (and vice-versa). See the
online article for the color version of this figure.

Table 2
Descriptive Statistics for HiCP and LoCP Nouns Before an
Adjective and After Pro-HiCP and Pro-LoCP Adjectives

ADJ cond N cond
CP before

ADJ
CP after
ADJ DKL

pro-HiCP front HiCP door .45 (.26) .75 (.20) 0.36 (0.25)
pro-HiCP front LoCP window .07 (.06) .01 (.03)
pro-LoCP frosty HiCP door .45 (.26) .09 (.14) 1.00 (0.45)
pro-LoCP frosty LoCP window .07 (.06) .55 (.21)

Note. CP = cloze probability; ADJ = adjective; N = noun; DKL =
Kullback-Leibler divergence between pre- and postadjectival distribution
over nouns’ probabilities (see Statistical Analyses for explanation).
Descriptive statistics correspond to all items and not to the provided exam-
ples. Values in parentheses indicate standard deviations.
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presented marking the onset of the next item. Participants were
instructed to read all items carefully, to remain still, and to avoid
eye-movements and blinks in the period between the fixation
marker and the end of the sentence. They were also told that, after
the experiment, they would have to perform a sentence recognition
test. After each block of 80 items, participants were offered a
break. The sentences were presented in a pseudorandomized order
with the restriction that the training and each break is followed by
two filler items.
The recognition test was introduced to ensure that the partici-

pants maintained their attention while reading the experimental
sentences. The test consisted of 36 sentences; 12 sentences were
identical to those the subject had read during the experiment, 12
were similar (the target noun was replaced by the other noun asso-
ciated with a given item), and 12 were completely new. Partici-
pants were asked to assign the sentences to one of these three
categories (identical, similar, or new). The experiment started with
a short training session of four sentences. The complete experi-
ment (including electrode placement and removal and the off-line
recognition test) lasted on average 2 hr.

EEG Recording and Preprocessing

EEG was recorded from 26 silver-chloride electrodes mounted
in an Electro-Cap using an equidistant montage (see online
supplemental materials Figure S1 for electrode layout), amplified
through a Brain Products BrainAmpDC amplifier. Recordings
were referenced online to the left mastoid and rereferenced offline
to the mean of the left and the right mastoids. Additional electro-
des were on the outer canthus of each eye to monitor horizontal
eye movements, and on the left infraorbital ridge to monitor for
vertical eye movements and blinks. Electrode impedances were
kept below 5kX. The continuous EEG was sampled at 1000 Hz
and amplified through a bandpass filter of 0.02–250 Hz. Off-line,
the continuous recordings were filtered with a high-pass filter
(two-pass Butterworth at 0.1 Hz, 12dB/octave).
The timing of stimuli display was confirmed using a stimtracker

and a photodiode. Because our CRT monitor refreshed the screen ev-
ery 16.67 ms (60 Hz) and because the stimuli were displayed in the

middle of the screen, their onset lagged 8ms after the stimulus marker
sent to EEG amplifier. For that reason, we shifted all markers 8 ms
forward (2 data-points) before conducting the analyses.

Epochs from the continuous EEG in the interval between �100
and 900 ms with respect to the onset of the adjective and the noun
were analyzed. Systematic artifacts resulting from eye movements,
blinks, and artifacts resulting from poor electrode contact were fil-
tered out using AMICA (Palmer et al., 2011) run on 1-Hz–filtered
data restricted to periods when the sentences were displayed. We
first removed all trials containing horizontal eye-movements
detected using an individualized threshold on a step function con-
voluted with the ICA channels corresponding to horizontal eye-
movements. Vertical eye-movements and blinks were removed
using ICA, but only in those participants who had ocular artifacts
in more than 30% of trials (15 participants) and only in segments
containing the ocular artifacts (detected similarly to horizontal
EOG artifacts). In the remaining participants, trials containing oc-
ular artifacts were rejected. In four participants, we removed ICA
channels corresponding to occasional single-electrode artifacts.
Finally, we low-pass filtered ICA channels that showed consistent
muscle noise activity (20 Hz threshold, two-pass Butterworth fil-
ter, 24dB/octave). Segments and electrodes that had remaining
artifacts (skin potentials, occasional poor electrode contact, etc.)
were rejected using a logistic regression-based algorithm trained
on manually marked artifacts (the algorithm and weights were the
same as used in Szewczyk & Wodniecka, 2020). When an artifact
occurred on one target word only, the segment on that electrode
was nevertheless rejected on both the adjective and the noun. On
average, 5% of trials were rejected (range = 0–13%). All details of
artifact correction procedure are available in the scripts online.

Instead of doing classical subtraction-based baseline correction,
we regressed out the mean prestimulus baseline amplitude in the
main statistical analysis (Alday, 2019). As the baseline, we used
the mean amplitude in the 100 ms time-window preceding the tar-
get word. For the analysis at the adjectives, we used the preadjecti-
val baseline, while for the analysis at the noun, we used predictors
corresponding to both the preadjectival and prenoun baseline. This
method did not qualitatively alter the overall results but yielded
much more reliable estimates.

Figure 2
Distributions of the Three Critical Predictors: Preadjectival CP, CP Update, and DKL

Note. Left: Distribution of cloze probabilities (CPs) for the target noun with the highest or near highest CP in a given sentence (HiCP noun) and a
lower probability completion (LoCP noun), measured without the experimental adjective. Middle: Distribution of adjective-induced changes in HiCP
and LoCP nouns’ CP. Pro-HiCP/Pro-LoCP corresponds to adjectives promoting the HiCP/LoCP noun. Note that the x-axis has the same scale as the left
panel. Right: Distribution of DKL (Kullback-Leibler divergence) an index measuring the adjective-induced CP updating across all predictable nouns.
See the online article for the color version of this figure.
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Statistical Analyses

In this study we adopted a regression-based approach. In the
analysis of the noun, we focused on two predictors derived from
the cloze tests: preadjectival CP and CP update. Preadjectival CP
was derived from cloze tests that were comprised of sentences
truncated before the critical adjective. It reflects the nouns’ pre-
dictability before it became affected by the processing of the ad-
jective. The second predictor used in the analysis at the noun,
which we will call CP update, corresponds to the change in the
noun’s CP induced by the adjective. It was computed as the differ-
ence between the postadjectival CP, obtained from cloze tests con-
taining a given adjective, and the preadjectival CP. The sum of
those two predictors corresponds to the offline predictability of the
noun following the adjective. We separated this predictability into
two subcomponents to test both the influence of the preadjectival
context and the specific update from the adjective. As shown in
Figure 3, the two predictors were distributed across the full possi-
ble range. In addition to the core question of whether updating
occurs and is bidirectional, we were also interested in whether
updating strength is modulated by the strength of the original pre-
diction for the HiCP noun—that is, by sentential constraint.
Finally, we wanted to test if the sensitivity to updating strength
changes across the experiment (i.e., trial number) and may be
under participants’ strategic control.
To test if the amount of updating introduced by the adjective

modulates ERPs at the adjective, we needed an index that would
reflect the overall change in the distribution of nouns’ predictabil-
ity (note that we could not simply use CP update because it reflects
a change in just one noun’s predictability, whereas at the adjective
the participant does not yet know which noun he or she will get).
To this end, we used Kullback-Leibler divergence (DKL; also
called cross-entropy), computed using the following formula:

H p; qð Þ ¼
X

x2X
pðxÞ log q ðxÞ

where X is the distribution of all nouns occurring in the cloze test
collected before and after an adjective, q() and p() correspond to
pre- and postadjectival cloze probability, respectively. This index

reflects the amount of Bayesian updating of the noun CP distribu-
tion necessary to shift from an initial belief about the probability
of obtaining particular nouns (i.e., before the adjective is encoun-
tered) to beliefs in nouns’ probability updated by seeing the adjec-
tive (both distributions estimated using cloze probability tests, one
collected on sentences truncated before the adjective, and one col-
lected with sentences truncated after either of the two adjectives).
If the likelihood of the nouns gets rationally updated at the adjec-
tive, this index reflects the cost of the update (for other examples
of uses of DKL in the sentence processing literature and beyond,
see Doya et al., 2007; Itti & Baldi, 2009; Levy, 2008; Rabovsky et
al., 2018; Szewczyk &Wodniecka, 2020; Yan et al., 2017). Adjec-
tives that do not lead to any change in the distribution of offline
predictability yield DKL equal to 0. Because in the norming some
nouns had CP = 0 and because DKL is defined only for nonzero
entries, we first smoothed the CP distributions within-item using a
Bayesian Dirichlet prior:

p0i ¼
pi þ 1
N þ 1

where N = number of unique nouns in the combined pre- and post-
adjectival distributions.

The analysis of the N400 to the noun was done using Bayesian
linear mixed-effects models with participants and items as random
effects, using the “brms” package (Bürkner, 2017) in R (version
4.0.4; R Core Team, 2020).4 As the dependent variable, we used
the mean amplitude in the 300–500 ms time-window averaged
over medial, centro-parietal electrodes (midline central and parie-
tal, channels and left and right medial central channels). Following
Rouder and colleagues (Rouder et al., 2018), we used two different
approaches to Bayesian inference. For all effects we will report
posterior intervals, which enables estimation of the effect’s size.
In addition, for those effects whose “existence” we want to test,
we will use Bayes factors. To calculate the Bayes factor, we used
bridge sampling (Bennett, 1976; Gronau et al., 2018; Meng &
Wong, 1996). Reliable estimation of Bayes Factors requires many
sampling iterations and for that reason, we used 14 chains and
28,500 iterations each, 1,500 of which were the warm-up phase
(378,000 sampling iterations in total).

The mixed-effects model for the nouns had the following fixed
effects: preadjectival baseline, prenoun baseline, preadjectival CP,
and CP update. They also included four control variables: ortho-
graphic neighborhood (OLD20; Yarkoni et al., 2008), lexical log-
frequency (Brysbaert & New, 2009), concreteness (Brysbaert et
al., 2014), and the number of preceding words (position in the sen-
tence). Even though CP updating was a within-item manipulation
(so these variables were unlikely to be confounded with it), we
included them to increase the precision of estimation. As reviewed
in the beginning of the article, there is strong evidence for both CP
effects, so for those we based our analysis on posterior estimation
(we were interested in how the updating effect compares with the
preadjectival CP effect). We used amplitude of the baseline as a
predictor instead of subtracting it from the N400 amplitude

Figure 3
The Distribution of Preadjectival Cloze Probability and Cloze
Probability Update Across All Items

Note. The dashed line divides the plot into negative (left) and positive
(right) changes in cloze probability (CP) induced by the target adjective.

4 A previous version of this manuscript contains analyses based on
frequentist statistics. It yielded the same pattern of results. The only notable
difference is that based on those analyses we could not reach any
conclusions concerning null effects. These analyses can be found in version
2 of our preprint: https://psyarxiv.com/ytaz3/.
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because this approach improves the model’s fit and its ability to
precisely estimate the effects of interest (Alday, 2019). Apart from
the more standard preword baseline (i.e., prenominal) we also
used a preadjectival baseline to accommodate the fact that only
before the adjective was the EEG activity truly neutral with
respect to the experimental condition. In all models, we used sub-
jects and items as random variables and a maximal random effect
structure (Barr et al., 2013) but without correlations between ran-
dom effects.5 All predictors were centered before entering the
analyses. In addition, control predictors (OLD20, lexical log-fre-
quency, concreteness, and position in the sentence) were normal-
ized. Priors used in the baseline model of the N400 at the noun are
shown in Table 3.
For control variables, we used weakly regularizing priors because

we did not know what values the coefficients would take in a multi-
ple regression including all the other predictors. The priors assumed
that a change of predictor value by 2 SD should maximally lead to a
change in N400 amplitude by62 mV. For the remaining predictors,
we used principled priors. Priors for the baselines were based on
our experience with baseline predictors (see, e.g., Szewczyk &
Wodniecka, 2020; Szewczyk & Federmeier, 2021, where typically,
the preword baseline for the N400 effect for data after a 0.1 Hz
high-pass filter had 0.3–0.7 weight. Because the baseline weight
decreases with increasing time distance from the baseline, in the
analysis of the noun we set the preadjectival prior at half of the pre-
nominal baseline. The priors for CP effects were based on the rich
literature assessing N400 effects of CP. Typically, a change in CP =
0 to CP = 1 translates to a 2–4 mV reduction of the N400 ampli-
tude (see, e.g., Kutas & Hillyard, 1984; DeLong et al., 2005;
Nieuwland et al., 2018; Szewczyk & Wodniecka, 2020; Szewczyk
& Federmeier, 2021). Priors for all predictors were set such that
they were also consistent with a null effect. For example, the priors
for CP effects were consistent with effects in the �1 to 7 mV range.
At the adjective, we also ran a Bayesian mixed-effects model with

N400 amplitude (defined in the same way as at the nouns) as a de-
pendent variable. The baseline model included the preadjectival base-
line and three nuisance predictors: lexical log-frequency, orthographic
neighborhood, and word position in the sentence. We omitted con-
creteness as a predictor because the norms did not contain estimates
for adjectives in 19 items. The model had the maximal random
effects’ structure but did not contain random correlations. Priors used
in the baseline model at the adjective are shown in Table 3.

We tested three extensions of this baseline model of the N400 at
the adjective. The first extension tested whether Kullback-Leibler
divergence (DKL), our index of the amount of updating occurring
at the adjective, predicts N400 amplitude to that adjective; in other
words, do N400 amplitudes at the adjective directly index the
amount of change in the probability distribution of the upcoming
nouns? The second extension tested if N400 amplitude is predicted
by an index of the adjective’s predictability derived from a lan-
guage model (see below). Finally, we checked if the N400 to the
adjective gets reduced when there is a strong similarity between
the adjective and the most predictable noun. As in the noun analy-
sis, all three extensions were tested using Bayes factors under a
range of realistic priors (sensitivity analysis, see below).

To anticipate the results, no effect of DKL was found in this ad-
jective analysis so we also ran cluster-based permutation tests to
determine if there were effects of DKL outside the N400 scalp dis-
tribution and/or time window (adapting to R the algorithm
described in Maris & Oostenveld, 2007). We looked for clusters
using all scalp electrodes in the 100–700 ms time-window. The
first level tests were simple linear regressions done on ERPs aver-
aged by-Item (this was a nonhierarchical analysis, so items were
defined as each unique combination of context and adjective), with
centered DKL and preadjectival baseline as predictors. The cluster
mass was based on the sum of z-scores of the DKL effect. The per-
mutations were conducted by inverting the centered DKL values
for a randomly sampled half of items.

Data andMaterials’ Availability

All materials, experimental scripts, and the code for running all
analyses and generating all figures is available online at https://osf
.io/5rtn4. The repository also contains all aggregated data neces-
sary to duplicate our mixed-effects models. Preprocessed seg-
mented EEG data are available via Harvard Dataverse repository
at https://doi.org/10.7910/DVN/ZGLTB1, contingent on signing a
“Terms of use” agreement.

Software

Data were analyzed and visualized in R (R Core Team, 2020).
We used the following R packages: brms (Bürkner, 2017), data.ta-
ble (Dowle & Srinivasan, 2021), doParallel (Weston & Microsoft
Corporation, 2020), eegUtils (Craddock, 2019); ggplot2 (Wick-
ham, 2016), ggridges (Wilke, 2021), lme4 (Bates et al., 2015),
patchwork (Pedersen, 2020), readxl (Wickham & Bryan, 2019),
scales (Wickham & Seidel, 2020), signal (signal developers,
2014), stringr (Wickham, 2019), TSA (Chan & Ripley, 2020). See
online Supplemental Materials Table S6 for versions of the used
software.

Table 3
Priors Used in the Baseline Bayesian Mixed Effects Models
Analysis of the N400 at the Noun and at the Adjective

Prior name Noun Adjective

Intercept N (0, 3) N (0, 3)
Prenominal baseline N (0.5, 0.3) —

Preadjectival baseline N (0.25, 0.15) N (0.5, 0.3)
OLD20 (normalized) N (0, 1) N (0, 1)
Log-frequency (normalized) N (0, 1) N (0, 1)
Word position (normalized) N (0, 1) N (0, 1)
Concreteness (normalized) N (0, 1) —

Preadjectival CP N (3, 2) —

CP updating N (3, 2) —

Residual SD N (10, 3) N (10, 3)
SD in random effects N (0, 2) N (0, 2)

Note. OLD20 = orthographic neighborhood; CP = cloze probability.

5 Random correlations do not affect the estimation of the fixed effects
but they quadratically increase the number of parameters. Having too large
a number of parameters would make it infeasible to reliably estimate
marginal likelihood using bridge sampling, which is necessary to compute
Bayes Factors. This would, in turn, make the Bayes Factors estimates
imprecise.
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Results

Behavioral Sentence Recognition Performance

The average accuracy in the sentence recognition test was .65
(chance level = .33, SD = .12, range = .47–.86). We take it to indi-
cate that all (included) participants were attentive and read the sen-
tences for comprehension as directed.

EEG Effects

Noun

While all our manipulations were continuous, Figure 4 shows
ERPs averaged into the four pseudo conditions used for the genera-
tion of our materials (LoCP and HiCP nouns following pro-LoCP
and pro-HiCP adjectives). As can be seen, the ERPs averaged into
the pseudo conditions were associated with different N400 ampli-
tudes to the noun (see online Supplemental Materials Figure S2 for
the ERP plot across all electrodes). However, based on this visual-
ization it is difficult to precisely ascertain the effect of our experi-
mental manipulations and to separate the effect of preadjectival
context from the effect of adjective-driven CP updating. For that,
we turn to the Bayesian mixed-effects regression model.
The model confirms that the amplitude of the N400 reflects the

sum of the influence of the global, context-based predictability before
the adjective (the positive effect of preadjectival CP) and the amount
of updating introduced by the adjective (the positive effect of CP

update). The estimate for the effect of preadjectival CP effect was b̂ =
3.18 mV, 95% CrI = [2.25, 4.11], whereas the estimate for the effect

of CP updating was b̂ = 2.14 mV, 95% CrI = [1.49, 2.79] (see online
Supplemental Materials Table S1 for a full model output). Positive
changes in CP were associated with increased positivity in N400 am-
plitude to the noun. Thus, adjectives were able to further facilitate the
N400 to nouns that they made more predictable. Negative changes in
CP were also associated with increased negativity in N400 amplitude
—that is, nouns also became less facilitated after the adjective than
they would have been based on the global context alone.
However, the model presented above enforces a linear solution

for the updating effect, and it is possible that once this constraint
is relaxed, the updating effect may become steeper in one direction
and flatter in the other. To test whether this is the case, we fitted a
series of alternative models. Each of the models assumed that neg-
ative updating has a different slope relative to positive updating,
including cases in which the relative slope was 0 (null model, no
negative updating) and 1 (the same slope as for positive updating).
To obtain these models, we created a new predictor of updating
strength in which the positive values remained intact but the nega-
tive updating values were multiplied by the coefficient of the nega-
tive-to-positive relative slope. The merit of this approach is that it
enforces continuity between positive and negative updating and
allows us to describe the updating effect for both the negative and
positive parts using one model parameter that is estimated using
all items (no loss of power). Next, by means of Bayes Factors, we
compared each of the models assuming some negative updating to
the null model assuming no negative updating. The results can be
seen in the middle-right column of Figure 5. Model comparisons
show that models in which the negative updating is 0.2 to 1.00 of
positive updating are better than the null model (BFs . 3), with

the strongest evidence for the model assuming that negative updat-
ing was 2/3 of that of positive updating (coefficient = .66; see
online Supplemental Materials Table S2 for a full model output).
This model is visualized in the two leftmost columns in Figure 5.
As can be seen, the preadjectival CP effect has a similar slope to
the positive part of the CP updating effect.

Finally, we tested if separating CP of the noun following the ad-
jective into preadjectival CP and CP updating improves the mod-
el’s fit to the data. Using Bayes Factors, we directly compared the

Figure 4
Grand Average Event-Related Potential Waveforms to the Noun
Over Four Representative Midline Electrodes for Four Pseudo-
Conditions Used for the Generation of the Stimuli

Note. MiPf = midline prefrontal; MiCe = midline central; MiPa = mid-
line parietal, and MiOc = midline occipital), broken down by noun condi-
tion (HiCP, LoCP) and adjective condition (pro-HiCP, pro-LoCP).
Negative is plotted up. The shaded area highlights the N400 time-window
(300–500 ms). See the online article for the color version of this figure.
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above model in which CP updating is broken into two connected
slopes, corresponding to negative and positive updating (with the
negative part being 0.66 of the positive part) and compared it to a
model that only included postadjectival CP as a predictor. The
resulting Bayes Factor was 4.5 in favor of the more complex
model, indicating its considerably better fit.

Adjective

Figure 6, left panel shows that a comparison between ERPs to
adjectives with high and low DKL values yielded little modulation
of the N400. Accordingly, the posterior distribution of DKL from a
Bayesian linear mixed-effects model is close to and overlaps with
0 (see Figure 6, middle-left panel). To estimate if a model assum-
ing a DKL effect should be preferred over the null model that does
not assume a DKL effect, we used Bayes Factors and sensitivity
analysis. Sensitivity analysis addresses a potential limitation of
Bayes factors, namely that, unlike posterior estimates, they crit-
ically depend on the priors and that there is little information on
how these priors should be set given that we do not even know if
the tested effect is different from zero (see Schad et al., 2021 for
discussion; for an example of use, see Nicenboim et al., 2020).
Sensitivity analysis consists in testing different priors and check-
ing how their choice affects the Bayes factor value. We compared
different models against a baseline or null model that did not con-
tain the tested predictor. All tested (i.e., not null) models had the
same likelihood, but they varied with respect to the prior on the
tested predictor. We were agnostic about the direction of the effect

(we always assumed a prior with a normal distribution, with the
mean set at 0), and we varied the width of the prior (i.e., its stand-
ard deviation). A wide prior is more compatible with larger
effects, while a narrow prior is more compatible with smaller
effects. Thus, the sensitivity analysis will help us understand the
range of conclusions we can draw under different assumptions
concerning the size of the effect.

The sensitivity analysis shows that independent of the choice of
the prior for DKL, there is evidence in favor of the null model.
However, assuming priors consistent with a small effect, the BFs
are in the range 0.33–1, which corresponds to “anecdotal” evi-
dence in the classification of Jeffreys (1939). The estimate of the
effect had the mean .32, CrI [-0.81, 0.18]. To put these values into
context, with a change in DKL equal to the interquartile range of
DKL in our dataset (0.64), the resulting N400 modulation would be
in the range �0.5 mV to �0.1 mV (see online Supplemental
Materials Table S3 for a full model report). To summarize, there is
evidence against DKL as a substantial contributor to the N400 to
the adjectives, but we cannot exclude the possibility that it exerts a
very small effect. Note that even if we assume that the weak effect
is not accidental, its scalp distribution does not resemble the typi-
cal N400 distribution (compare the scalp map in Figure 6 with the
scalp maps in Figures 5, 7, and 8). In summary, we conclude that
the N400 to the adjective was not modulated by the amount of
updating to the nouns’ probability distribution.

While we did not find evidence of updating in the N400 time
window and scalp distribution, it is possible that an updating effect
could manifest in other time windows or scalp locations. To test

Figure 5
The Results of Bayesian Mixed-Effects Model of the N400 Amplitude at the Noun

Note. Left: Posterior distributions for the effects of preadjectival CP (cloze probability; top) and CP update (bottom) from the model of the N400 ampli-
tude at the noun assuming a negative-to-positive updating coefficient of 0.66 (i.e., negative updating is one-third weaker than positive updating). The CP
update coefficient reflects the slope of the positive part. Fill color corresponds to 66% and 95% credible intervals. Middle-left: Regression slopes for the
effects of preadjectival CP (top) and CP update (bottom) from the same model as in the left column. Both panels in the middle-left column have identical
scales. Shaded area indicates 95% credible interval. Middle-right: analysis showing Bayes Factors comparing a baseline model assuming no negative updat-
ing (H0) with a series of models assuming that negative updating is a fraction of positive updating (H1), for different values of the coefficient of negative-
to-positive updating. Right: Scalp maps of the preadjectival CP effect (top) and CP update effect (bottom) in the 300–500 ms time-window at the noun esti-
mated by linear mixed-effects models with the same structure as the main Bayesian model. See the online article for the color version of this figure.
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this, we ran a cluster-based permutation procedure. It first identifies
all clusters over time and across scalp space in which an effect of
interest surpasses a predetermined threshold (in our case, |t| . 2)
and then tests via a permutation analysis that of these clusters could
occur with a probability significantly higher than chance (Maris &
Oostenveld, 2007). This exploratory analysis allows us to test
whether there are any effects of a predictor at any scalp location,
while controlling for Type-II error rate. However, this analysis
found no significant clusters in any scalp region or time-window
(all ps . .29). In other words, adjectives induced no significant
ERP differences related to the amount of updating they provoked.
Both the analysis focused on the N400 and the cluster-based

analysis failed to find any effect of updating at the adjective. To
probe for other sources of variance explaining N400 amplitudes at
the adjective position, we turned to exploratory analyses looking
for facilitation of the adjective coming from two possible sources:
the preceding context and from a highly predictable head noun. As
discussed in the beginning of the article, fit to context, as measured
by cloze probability, has a well-established, pervasive relationship
with N400 amplitudes. However, the CP of adjectives is notoriously
difficult to estimate using behavioral measures, as participants do
not generally provide an adjective as a likely continuation of a sen-
tence; see, for example, Boudewyn et al. (2015). Here, we instead
estimated the predictability of the adjectives using GPT-2 (1558M
parameter version), a state-of-the-art Transformer-based neural net-
work model of language (Radford et al., 2018; see Szewczyk &
Federmeier, 2021 for validation of this technique as a proxy for
CPs). We estimated the log-probability of our adjectives as continu-
ations of the sentences and then tested whether these log-probabil-
ities predict the amplitude of the N400 (see Figure 7). As in the
analysis of updating at the adjective (Kullback-Leibler divergence),
we conducted a sensitivity analysis. A reanalysis of four experi-
ments that used similar sentences (Szewczyk & Federmeier, 2021)
showed that log(p) had a mean effect = 0.22 for target words that
were mostly nouns. For adjectives, we expected a similar or a

weaker effect. The model shows evidence for a small effect of log

(p) on the N400 at the adjectives: b̂ = 0.13 mV, 95% CrI = [0.03,
0.22] (see online Supplemental Materials Table S4 for a full
model). The scalp distribution of this effect is consistent with its
characterization as an N400 effect.

The second source of facilitation on the adjective could come
from the noun itself. Federmeier and Kutas (1999) showed that
highly predictable nouns are preactivated and thereby prime other
categorically related words, regardless of their congruity. Thus,
when an incongruent (but related) word is presented instead of the
highly predictable word, it elicits a smaller N400 compared with an
unrelated incongruent word. Within the present study, it is possible
that when the sentence context makes a noun strongly predictable,
it primes associated adjectives.6 To test this possibility, we con-
structed an index to estimate the level of support the adjective could
receive from the upcoming high-CP noun. First, we estimated the
semantic distance between each pair of adjective and HiCP noun,
using the cosine of the angle between vector representations of the
two words, trained on the Google News corpus using word2vec
CBOW algorithm (Mikolov et al., 2013). Next, we multiplied word
similarity (1 – distance) with the CP of the HiCP noun (the resulting
index had M = 0.09, SD = 0.08, range = �0.02 to 0.44). Thus, the
index of support from the high-CP noun had high values only for
items in which there was a strongly predictable noun that, in addi-
tion, was strongly associated with the presented adjective. The
Bayesian analysis shows that there is strong evidence that the sup-
port from the high-CP noun has a small facilitatory effect on the ad-
jective (assuming effect size = 5, a 2 SD change in noun support
would result in a modulation by 0.8 mV; see Figure 8). Again, the
topography of this effect was consistent with its characterization as
being on the N400. See online Supplemental Materials Table S5 for
a full model.

Figure 6
The Results of a Bayesian Model Testing to What Extent the Index of Updating the Noun CP Distribution Affects the N400 to the
Adjective

Note. Left: Grand average event-related potentials waveforms to the adjective at a midline parietal electrode (MiPa; data-based). ERPs are split at the me-
dian Kullback-Leibler divergence (DKL) over the noun CP distribution (see online Supplemental Material Figure S3 for the ERP plot across all electrodes;
see also online Supplemental Materials Figure S4 for the comparison between pro-HiCP and pro-LoCP pseudo-conditions). Middle-left: Posterior distribu-
tion of the effect of updating at the adjective indexed by DKL. Fill color corresponds to 66% and 95% credible intervals. Middle-right: Sensitivity analysis
comparing the baseline model of the N400 amplitude at the adjective (H0) and models including DKL (H1), under different widths of the normally distrib-
uted prior for DKL (all priors centered at zero). Right: Scalp map of the DKL effect in the 300-500 ms time-window at the adjective, as estimated by linear
mixed-effects models with the same structure as the main Bayesian model. See the online article for the color version of this figure.

6We thank an anonymous reviewer for the encouragement to look at the
semantic distance between the adjective and the noun.
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Finally, we examined the correlation between the two predictors
to see if they could explain the same variance in N400 amplitude
to the adjectives. The analysis showed that they share only .008 of
variance (r = .087), and thus their contribution to explaining N400
amplitude must be independent.
To sum up, there is weak evidence for facilitation of the adjective

coming from the preceding semantic context and for facilitation of
the adjective coming from (predictions for) associated strongly pre-
dictable nouns. At the same time, there is evidence against the hy-
pothesis that N400 amplitudes at the adjective varied as a function
of the amount of updating they induced in the probability distribu-
tion of the subsequent nouns. In other words, the N400 to the adjec-
tive varied depending on factors related to the ease of access for the
adjective itself, but not with factors related to consequences the ad-
jective might have for the probability of encountering upcoming
nouns (as posited by surprisal and event prediction error theories).

Discussion

In this study we asked if comprehenders can rapidly make use
of information (specifically, an adjective) that changes the proba-
bility of likely upcoming nouns. In particular, we sought to deter-
mine if the mechanisms involved in updating cannot only bring
new information online but can also decrease support for words
that had already been made predictable before the adjective. To
that end, we presented sentences that varied in their constraint for
the sentence-final target noun and preceded the noun with an ad-
jective that either increased or decreased the predictability of that
noun, as assessed by off-line norming. We examined whether the
changes in predictability measured offline are accompanied by
corresponding changes in the amplitude of the N400, an index of a
word’s current state of activation in long-term semantic memory
(Kutas & Federmeier, 2011). We adopted a single-item-level

Figure 7
Results of a Bayesian Model Testing the Effect of Adjective’s Contextual Predictability on the N400

Note. Left: Event related-potentials (ERPs) to the adjective split at the median log-probability of the adjective estimated using the GPT2-xl neural net-
work language model (data-based). Middle-left: Posterior distribution of the effect of log-probability of the adjective. Fill color corresponds to 66% and
95% credible intervals. Middle-right: Sensitivity analysis showing Bayes factors in favor of the model including the log(p) predictor for different values of
standard deviation of the normally distributed prior centered at zero. Right: Scalp map of the log(p) effect in the 300–500 ms time-window at the adjective
estimated by linear mixed-effects models with the same structure as the main Bayesian model. See the online article for the color version of this figure.

Figure 8
Results of a Bayesian Model Testing if the N400 to the Adjective Depends on the Amount of Support From the Most Predictable Head
Noun

Note. Left: Event related potentials (ERPs) to the adjective split at the median index of support from the head noun (data-based). Middle-left:
Posterior distribution of the effect. Fill color corresponds to 66% and 95% credible intervals. Middle-right: Sensitivity analysis showing Bayes factors
in favor of the model including the effect of support from a predictable head noun for different values of standard deviation of the normally distributed
prior centered at zero. Right: Scalp map of the noun support effect in the 300–500 ms time-window at the adjective estimated by linear mixed-effects
models with the same structure as the main Bayesian model. See the online article for the color version of this figure.
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regression approach, which enabled us to separate the change in
the noun’s predictability brought about by the adjective from the
predictability of the noun driven by the context that preceded the
adjective. As a result, we were able to determine whether updating
can both increase and decrease support for particular nouns and to
assess the relative weight of the local and global contextual infor-
mation. We also probed responses at the adjective to look for neu-
ral activity associated with the updating processing itself and
thereby gain a better understanding about the nature of the proc-
essing mechanisms involved.

UpdatingWorks in Both Positive and Negative
Directions but is Not Symmetrical

Our main finding concerned the effect the adjective had on the
processing of the noun. We found that the adjectives could both
facilitate and hamper access to the noun. This result shows that the
adjective’s impact on activation states in semantic memory must
involve mechanisms that go beyond, for example, simple spread-
ing activation. An updating mechanism relying on mere spreading
activation would remain yoked to word probability only in senten-
ces that contain no surprising or even ambiguous information. In
that case, accruing semantic information would always build upon
the previously activated features but never contradict them.
Instead, the results show that information from the adjective can-
not only facilitate noun processing but also make it more difficult
to access nouns that become less likely in the context. We found
that although the influence of negative updating may be weaker
than that of positive updating, the effect is nevertheless bidirec-
tional. The comprehension system’s ability to immediately use in-
formation from a word to guide access to upcoming words is
presumably part of the reason why, with a few exceptions (i.e.,
unlicensed negations, quantifiers, or counterfactuals: Ferguson et
al., 2008; Fischler et al., 1983; Nieuwland & Kuperberg, 2008;
Urbach & Kutas, 2010), cloze probabilities correlate so well with
the amplitude of the N400.
Since the updating of the noun is unlikely to be explained using

simple spreading activation, what is the mechanism responsible?
To try to address this question, we turn to the outcome of the
measures obtained at the cue inducing the update—the adjective.
This will also allow us to make a fuller interpretation of the asym-
metry between the effects of positive and negative updating at the
noun.

Relating the (Null) Findings at the Adjective to Prior
Literature

The analysis at the adjective showed no discernible modulation
of ERPs associated with the amount of updating that a given adjec-
tive was likely to induce, with mean differences in amplitudes
between adjectives associated with high versus low levels of
updating being smaller than 0.5 mV at all electrodes and time-
points. This stands in contrast to the impact of updating, measured
at the noun, which altered the N400 amplitude on the scale of a
few microvolts. In looking for an explanation of this null finding
at the adjective, we first want to stress that the effect at the noun
must have resulted from the semantic information apprehended at
the adjective, as the adjective was the only point of divergence
across otherwise identical sentence contexts that ultimately yielded

very different brain responses to the same nouns. In other words,
we must exclude the possibility that the adjective did not alter the
processing of the sentence because eventually (within less than a
second after being apprehended) it did.

Before we speculate about the possible reasons this pattern of
results, we note that it strikingly resembles the findings in an earlier
experiment that also tested adjective-driven updating (Szewczyk &
Wodniecka, 2020). As here, that study used sentences in which the
critical words were an adjective and a head noun. The adjective’s
grammatical form (in Polish) matched or mismatched (via gender
and number agreement, while the meaning of the adjective remained
the same) the set or a subset of nouns predictable at that point in the
sentence. The results showed that adjective-driven updating led to
two different patterns of results at the adjective, depending on
whether the adjective mismatched ALL predictable nouns or mis-
matched only some of them (matching others). In both cases, the
updating led to a change in the amplitude of the N400 at the follow-
ing noun. The differences in patterns of results concerned the adjec-
tive. The baseline condition for both types of updating were
adjectives whose form was uninformative about the upcoming noun;
that is, adjectives whose grammatical form matched all potentially
predictable nouns (and did not rule out any of them). Adjectives mis-
matching all nouns led to a larger N400 than uninformative adjec-
tives. This N400 effect stood in contrast to the pattern observed for
adjectives that matched only a subset of the predictable nouns. In this
latter case, although the adjective was informative about the noun
(changed the probability of likely continuations), there was no dis-
cernable ERP effect associated with this update in the noun probabil-
ity distribution. This was true despite the fact that the manipulation
did later modulate the N400 to the noun.

The pattern of results in the present study resembles the out-
come seen for adjectives that matched some predictable nouns in
the study by Szewczyk and Wodniecka: Neither study found an
effect at the adjective despite the fact that, in both, the adjective
induced a modulation of the N400 to the noun. The similarity
between the two studies also extends to the nature of the manipula-
tion. Our adjectives always matched at least one noun from the set
of nouns that had been made predictable by the context before the
adjective. As noted, updating in the Szewczyk and Wodniecka
(2020) study was triggered by the (mis)match between the gram-
matical form of the adjective and some of the predictable nouns,
whereas in the current study, the updating was triggered by seman-
tic information from the adjective. The similarity in results across
the studies shows that the dimension along which the adjective
and nouns are being aligned—semantic or grammatical—is not
the critical factor for determining whether the updating adjective
leads to an N400 effect or no effect at all. Instead, what seems to
matter is whether the adjective matches some of the predictable
nouns. In line with this conclusion, other studies in which the ad-
jective (or other prenominal word) did not match any predictable
noun found N400 effects for the words introducing the update
(Boudewyn et al., 2015; Freunberger & Roehm, 2017; Maess et
al., 2016; Wicha, Bates, et al., 2003; Wicha, Moreno, et al., 2003).

Adjectives Get Semantically Accessed but Do Not
Update the Situation Model

What, then, are possible mechanisms by which, even though
some adjectives do not elicit any ERP effect, they still alter the
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N400 at the following noun? Of course, one possibility is simply
that the kind of processing that underlies noun updating at the ad-
jective creates neural activity that happens not to be detectable by
EEG (e.g., because it occurs in a cortical or subcortical area that is
not well reflected on the scalp; cf. Koessler et al., 2009). However,
a more interesting possibility is that the lack of effect highlights
how the construction of word meaning may be influenced by the
larger information structure of a sentence.
Note that, as we pointed out in the preceding subsection, the

core difference between adjectives that in the prior literature did
and did not elicit an N400 effect is whether they matched or did
not match any predictable nouns. Adjectives that match at least
some of the predictable head nouns usually have features that
cohere with the event being described (e.g., “sweet” in the context
of a birthday party and a cake), whereas adjectives mismatching
all predictable nouns are likely to activate some features that are
not already in the discourse (e.g., “healthy” in the birthday party
context; Boudewyn et al., 2015). In the present study we did not
find any effects of Kullback-Leibler divergence at the adjective
probably because the amount of new information provided by the
adjectives was not different across different degrees of noun
updating. On the other hand, we did find that the N400 to the
adjectives varied depending on their own activation level. First,
we found N400 effects at the adjectives yoked to their cloze proba-
bility in the sentence context, as estimated by the GPT-2 model.
This index captures the amount of context-based facilitation for
the adjective itself (see Szewczyk & Federmeier, 2021). Second,
we also found that N400 amplitudes to the adjectives varied
depending on the amount of support they received from the most
predictable noun. This latter effect is analogous to findings from
the related anomaly paradigm, which has been used to demonstrate
that comprehenders can preactivate highly predictable words,
which, in turn, prime other related words (Federmeier & Kutas,
1999; Ito et al., 2016; Kutas, 1993) or shapes (Rommers et al.,
2013).7 In the current study, the same priming was presumably re-
sponsible for activating the features of adjectives that were associ-
ated with a strongly predictable (and predicted) noun. Because this
effect occurred only when the noun was highly predictable and
when the association between the adjective and the noun was
strong, we think that this effect reflects priming of the adjective by
the noun and not some kind of updating of the noun driven by the
adjective. In summary, we found that the N400 to the adjectives
varied with respect to the degree to which they would be expected
to bring online relatively more new semantic information. In other
words, these two effects show that the adjectives were semanti-
cally accessed immediately after being encountered.
The fact that the adjective elicited semantic information, how-

ever, does not necessarily mean that this information is immedi-
ately integrated with the preadjectival context and used to update
the situation model (that also involves updating the activation of
nouns that potentially might follow). Indeed, it seems plausible
that, to be useful for building or updating a message, adjectival in-
formation must first be linked with its head noun, when it is even-
tually encountered; for example, to make sense of the adjective
“unbalanced,” one would need to know if it is referring to a per-
son, news coverage, the tower of Pisa, or next year’s budget.
We hypothesize that when an adjective is encountered before its
head noun, the semantic representations it evokes are first accessed
but then temporarily buffered, likely using semantic short-term

memory (STM). The idea that adjective information is stored in
STM until the head noun becomes available is supported by neuro-
psychological research. Case studies of patients with STM deficits
find that individuals with deficits in semantic (but not phonologi-
cal) STM have problems with comprehending (and producing)
noun phrases in which a noun is preceded by two or more adjec-
tives, which suggests that the interpretation of the adjectives in
those sentences relies on STM (Hanten & Martin, 2000; Martin &
He, 2004; Martin & Romani, 1994). Strikingly, comprehension is
unaffected in these patients when the adjectives are presented post-
nominally (“big brown dog” vs. “the dog that is brown and big”),
indicating that the use of adjective information depends on STM
only when the adjectives occur before the noun.

On the surface, this conclusion may seem to conflict with the
findings of visual world paradigm studies, which have attested that
information provided by adjectives can immediately guide eye-
movements to relevant objects displayed on the screen. For exam-
ple, in an experiment by Sedivy et al. (1999), subjects made faster
looks to a tall glass, given the instruction “touch the tall glass,” as
long as the displayed scene also included a short glass. However,
the crucial thing to note is that in the visual world paradigm the
candidate visual referents of the not-yet-presented head noun are
already available when the participants hear the adjective. This
enables relating (or coordinating, see Knoeferle & Crocker, 2006)
the adjective with those nouns/objects to guide the next saccade
(note that the listeners/viewers must know the crude identity and
location of each object to be able to shift their gaze to an object
based on its relevance). Thus, results from the visual world para-
digm are similar to what we predict might happen for postnominal
adjectives. However, our data, taken together with the patient data
from Martin and colleagues, suggest that there may be important
differences in how prenominal adjectives are processed and used
when these are encountered in the absence of the kind of preestab-
lished set of referents available in the visual world paradigm (for
additional discussion of why the visual world paradigm may not
always generalize to sentence comprehension under other task
conditions, see Huettig et al., 2011; Knoeferle & Crocker, 2006).

Finally, we will note that the findings at the adjective are incom-
patible with models linking N400 amplitude directly to incremen-
tal updates of the situation model (surprisal theory, Levy, 2008;

7 A brief terminological note is in order here. Throughout the
manuscript, we were careful to refer to general predictability effects that
result in N400 amplitude reductions simply as “facilitation,” without
specifically trying to locate them under the umbrella of “prediction” as the
term might sometimes be used (e.g., Kuperberg & Jaeger, 2016). We prefer
to reserve the term prediction for effects that can be demonstrated to go
beyond basic context-based facilitation (e.g., Federmeier & Kutas, 1999).
This is because, in contrast to basic effects of context-based facilitation,
which are nearly universally attested, more specific effects of prediction are
nonobligatory, as they are not observed in all comprehenders (Federmeier
et al., 2002; Huettig & Pickering, 2019; Ng et al., 2017) or all processing
circumstances (Wlotko & Federmeier, 2015), and they seem to be more
dependent on left-hemispheric processing (Federmeier, 2007), and appear
have a different neural underpinning from more general, context-based
facilitation (that is attested bilaterally; see review in Federmeier, in press.
Thus, brain and behavioral correlates of word predictability may be a sum
of different mechanisms (see also Szewczyk & Federmeier, 2021, for an
additional dissociation within context-based facilitation). The present
results at the adjective provide a clear example in which context-based
facilitation and prediction combine in modulating the N400 to the same
word.
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event prediction error theory, Rabovsky et al., 2018). According to
these theories, if the situation model has been updated by the ad-
jective such that it led to N400 effects at the noun, then such
updating should be reflected by an N400 effect at the adjective.
The finding in which we see N400 effects at the noun but not at
the adjective is clearly not in line with these theories, at least as
long as they assume that the situation model is incrementally
updated at each word and the N400 amplitude always reflects the
amount of updating. In contrast, more compatible with these
results are theories assuming that the N400 reflects incremental
processing at the level of semantic features and not the situation
model (Brouwer et al., 2012; Kutas & Federmeier, 2000; Lau et
al., 2008). In particular, these latter theories are compatible with
the finding that the N400 at the adjective was modulated by the
adjective’s contextual predictability, as well as by its association
with a strongly predicted noun (both increasing the activation of
adjective’s semantic features), but not by the degree to which the
adjective changed the upcoming noun’s probability distribution
(updating of the situation model). To accommodate the findings of
the present study, the event prediction error/surprisal theories
would have to incorporate the assumption that the situation model
is not updated at each word and, at least at the adjective, that N400
modulations do not reflect updating of the situation model. The
N400 seems to tell us when there is new semantic information but
not everything about how that information is used.

How Do Adjectives Modulate Access to the Noun?

Given that, according to our proposal, all adjectives get buffered
until the head noun is encountered, how do they end up altering
the N400 to the noun, once it is encountered? We speculate that
the N400 gets modulated because the adjectives shape the very
process of semantic access to the noun. For example, Huang et al.
(2010, 2012) observed what they called “compositional concrete-
ness effects”—effects of the concreteness of an adjective that are
observed at the subsequent noun. The same noun (e.g., “book”)
elicited ERP responses associated either with concrete or with
abstract words, depending on whether or not the preceding adjec-
tive, when combined with the noun, pointed to a physical reading
of the referent (e.g., “green book”) or a more abstract conceptuali-
zation of it (e.g., “engaging book”). Thus, adjective information
can change how semantics is derived from a given noun. In some
ways, this view may be seen as related to the compound cue
theory, which Ratcliff and McKoon (1988) proposed as an alterna-
tive to spreading activation accounts of lexical priming. They pos-
ited that the prime and the target word constitute a compound cue
that is used to retrieve concepts from long-term memory. In the
present study, the N400 pattern observed at the noun similarly sug-
gests that information about the adjective and the noun, once both
have been obtained, are used together to access meaning.
Moreover, our pattern of results reveals that meaning access is

shaped, in parallel, by the adjective information and the represen-
tation of the sentence. To illustrate this point, consider an example
item from our study: “His skin was red from spending the day at
the . . .” With no adjective, “beach” is the HiCP completion (and
“pool” is a plausible LoCP alternative). When “beach” is preceded
with the pro-HiCP adjective “sandy”, the adjective facilitates the
noun, presumably because the features of “sandy” overlap with
those that would generally be elicited by “beach”, reducing the

amount of new information that is being activated when “beach” is
eventually encountered. In contrast, when “beach” is preceded
with the pro-LoCP adjective “neighborhood,” the meaning of the
noun gets accessed and constructed in a context that does not only
consist of the preceding sentence (describing sunburns on the
skin) but also of that modifier, “neighborhood”. Certain features of
a “beach” are important for understanding it as a place where a
sunburn might occur. However, those are not the same semantic
features as the ones necessary for understanding what would make
something a “neighborhood beach.” We argue that the word
“beach” must be simultaneously understood in conjunction with
the representation of the sentence and of the buffered adjective in-
formation. Thus, when the semantic features drawn out by a given
combination of adjective with its noun are not the same as those
drawn out by the sentence context, there is a net increase in the
amount of new semantic information that is accessed in response
to that noun—and hence, a larger N400 response to “beach” fol-
lowing “neighborhood” than without the adjective. It is worth not-
ing that, whereas cloze probability seems to be a robust predictor
of the degree to which the sentence context and adjective jointly
facilitate access to features of a given noun, CP is not as strongly
correlated with the increase in semantic feature activation entailed
when, as just discussed, the meaning of the noun that was pre-
sented must be accessed in the context of heterogeneous informa-
tion induced by the sentence and the adjective—hence, the
shallower slope we observed for negative updating.

Our explanation entails that it is not the same information that is
looked up every time a noun is encountered (e.g., “beach” after dif-
ferent modifiers and/or in different sentence contexts). Rather,
which meaning features are activated and to what degree is contex-
tually dependent, and context itself is multifaceted (here, consisting
of both the sentence frame and the adjective information). Thus,
this view entails that activating meaning is a constructive process
(see Elman, 2009, for an overview). Moreover, on this view, the
N400 effects entailed by understanding a “neighborhood beach”
obtain at the noun because this is the first point when the adjective
information can be used. We predict that if the two variants of the
adjective were instead presented postnominally, N400 modulations
would be instead seen on the adjective itself, because all the infor-
mation necessary to integrate the adjective with the context—cru-
cially, including the head noun—would have already been
processed (in analogy to the aforementioned case studies by Martin
and colleagues).

To conclude, even though sentence comprehension is a strongly
incremental process—that is, the parser generally does not wait to
integrate each upcoming word, as has been shown by rich behav-
ioral, eye-tracking, and EEG literatures (Boland et al., 1995; Eber-
hard et al., 1995; Marslen-Wilson & Tyler, 1975; Tanenhaus et al.,
1995; Van Petten et al., 1999)—there are times when information
must get buffered instead of being immediately integrated with the
sentence. In the case of prenominal adjectives (and, perhaps, all
such modifiers) this happens because the adjective is linked to the
rest of the sentence through the head noun. Other examples of
incomplete incrementality can be found in filler-gap constructions,
in which case the filler does not seem to be integrated with the sen-
tence until the gap is encountered (King & Kutas, 1995), as well
as in constructions such as “before X” (Münte et al., 1998), and
object-relative clauses (Weckerly & Kutas, 1999). More generally,
language comprehension tries to be maximally incremental
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because it helps comprehenders manage working memory load.
But working memory loads are not the only pressure shaping how
language can unfold: A hierarchical thought cannot always be line-
arized into a sentence in a fully incremental way, and speakers
sometimes sacrifice incrementality to use the full range of devices
afforded by the syntax, such as clefts, preposed or extraposed ele-
ments, and commonplace passives, in order emphasize something
or to maintain a higher-order information structure (e.g., to start
the sentence with a concept introduced in the preceding sentence).
Thus, online comprehension necessarily must include strategies
that accommodate cases where fully incremental interpretation is
not possible.

Summary

In this study we have shown that adjectives can decrease, as
well as increase, the ease of semantic access for upcoming nouns.
However, taking into account the pattern of responses to the adjec-
tives themselves, our results further indicate that it is unlikely that
this updating happens through a direct integration of the adjective
information into the sentence context representation, before the
noun’s apprehension. Instead, the results point to the idea that,
even though semantic information linked to the adjective gets
accessed when that adjective is encountered, the semantics of the
adjective is buffered until the head noun is encountered, at which
point access of the noun’s semantics is shaped in parallel by both
the adjective and the sentence-level representation. Meaning con-
struction, while highly incremental, is nevertheless guided and
constrained by the discourse and the syntactic structure.
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